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ABSTRACT
Given a legal case and all law articles, Legal Judgment Prediction
(LJP) is to predict the case’s violated articles, charges and term of
penalty. Naturally, these labels are entangled among different tasks
and within a task. For example, each charge is only logically or se-
mantically related to some fixed articles. Ignoring these constraints,
LJP methods would predict unreliable results. To solve this problem,
we first formalize LJP as a node classification problem over a global
consistency graph derived from the training set. In terms of node
encoder, we utilize a masked transformer network to obtain case
aware node representations consistent among tasks and discrimi-
native within a task. In terms of node classifier, each node’s label
distribution is dependent on its neighbors’ in this graph to achieve
local consistency by relational learning. Both the node encoder and
classifier are optimized by variational EM. Finally, we propose a
novel measure to evaluate self-consistency of classification results.
Experimental results on two benchmark datasets demonstrate that
the F1 improvement of our method is about 4.8% compared with
SOTA methods.
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1 INTRODUCTION
Recent artificial intelligence techniques make legal assistant sys-
tems popular, which aim to provide handy consulting services at
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Figure 1: Illustration of Small Knowledge Graph dealing
with Article 2611 and 2602.

a low cost for both professionals and non-professionals. Key to
these systems, Legal Judgment Prediction (LJP) focuses on automat-
ically deciding a legal case’s judgment results based on law articles
and fact descriptions. LJP is non-trivial due to complex structure
of judgment results including violated articles, charges and terms.
Some studies solve LJP within a multi-task learning framework
by transferring representations from different tasks and introduc-
ing topological task dependencies into judgment predictor. Others
focus on few-shot and confusing labels within only one task.

Complicated judgment results intrinsically lie in perplexing class
label relations. Fig. 1 only describes a subgraph of such relations.
Generally there are two kinds of relations: one is within a task, the
other is among different tasks. For example, crime of abandonment
from charge prediction task and Article 261 from article prediction
task are related. Perplexing relations pose two challenges to LJP
methods.

Self-consistency Challenge. Distinguished from topological
task dependency, semantic or logical label relations of different
judgment kinds naturally exist. For example in Fig. 1, article 261 is
only related to charge “Crime of Abandonment”. If a model predicts
that article 261 holds, then it will be expected to output charge
“Crime of Abandonment”. The term mentioned in article 261 is no
more than 5 years, which means that article 261 is related to first 5
term interval labels. If the predicted article label is 261, the predicted
term is expected to be among these 5 labels. Existing methods have
no guarantee of satisfying these constraints and logically conflicting
judgment results may be obtained. This poses a self-consistency
challenge to LJP approaches.
1Article 261: [Crime of Abandonment] Whoever refuses to fulfill his duty to support
an aged person, minor, sick person or any other person who cannot live independently,
if the circumstances are flagrant, shall be sentenced to fixed-term imprisonment of no
more than five years, criminal detention or public surveillance.
2Article 260: [Crime of Abuse] Whoever maltreats a member of his family, if the
circumstances are flagrant, shall be sentenced to fixed-term imprisonment of no more
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Discriminative Representation Challenge. Confusing label
relations within a task are common in legal judgment results, such
as Crime of Abandonment and Crime of Abuse in Fig. 1, which are
difficult to classify and widely studied in [7]. Confusing label rela-
tions are only a special kind of label dependency within a task. Here
we focus on all possible label relations within a task to ensure they
are discriminative enough in a multi-task learning framework. This
poses a discriminative representation challenge to LJP approaches.

To tackle above challenges, we formalize the LJP task as a graph
node classification problem. Naturally in the training set, a global
consistency graph is composed of all possible class labels as graph
nodes and two labels from different tasks co-occur in more than one
case as an edge. Here legal judgment results include violated articles,
charges and terms, and the derived graph is tripartite. Graph node
classification is to find relevant nodes for each legal case in the
global consistency graph. Then we introduce Relational learning
into Transformer network to solve the graph node classification
problem in terms of node representation learning and classification
modules, referred to as R-former.

For the node encoder module, we design masking mechanism
for transformer network to derive case aware node representation
under the supervision of global consistency graph. Specifically, We
use the summation of the derived case representation from vanilla
transformer and each initialized node embedding as input. They are
fed into a transformer with two cascaded masking matrices derived
from the global consistency graph. The first matrix distillates pair-
wise information to learn global consistency representations among
different tasks, which are further filtered by the second matrix to re-
fine pairwise interactions to obtain discriminative representations
within a task.

For the node classification module, we employ label propagation
through Graph Convolution Network [10], to obtain the relevance
score of each node according to its neighbors in this consistency
graph for the sake of local consistency. However, exactly inferring
the posterior joint relevance label distribution of all nodes is usu-
ally infeasible due to complicated relations in this tripartite graph.
Therefore, we approximate it with a variational distribution by
mean field method[18].

Finally, we optimize the evidence lower bound (ELBO) of the
log-likelihood function of this posterior distribution within a varia-
tional EM framework in light of GMNN [19]. Experimental results 1
on two public benchmark datasets show that our proposed method
R-former outperforms state-of-the-art baselines by about 4.8%. Ab-
lation studies suggest that both node encoder for global consistency
and node classifier for local consistency are essential for the per-
formance improvement.

Our major contributions are listed as follows. (1) We define a
global consistency graph derived from the training set, and formal-
ize LJP task as a graph node classification problem. (2) Case aware
node representations, which are consistent among different tasks
and discriminative within a task, are learned through the masked
transformer network based on this global consistency graph. (3) To

than two years, criminal detention or public surveillance.Whoever commits the crime
mentioned in the preceding paragraph and causes serious injury or death to the victim
shall be sentenced to fixed-term imprisonment of no less than two years but no more
than seven years.
1The implementation has been released at https://github.com/DQ0408/R-former.

achieve local consistency in the node classifier, we perform label
propagation over this global consistency graph by graph neural
network to estimate the posterior relevance label distribution. (4)
Self-consistency measures are proposed to evaluate the consistency
of classification results from different tasks.

2 RELATEDWORK
Here we briefly describe existing LJP methods and other related
techniques, i.e. Transformer, Graph Neural Network and statistical
relational learning.

2.1 Legal Judgment Prediction Approaches
Legal judgment results are usually composed of related law articles,
charges, terms and so on. The complex constituents of judgment
results make Legal Judgment Prediction (LJP) task different from
text classification or matching task. Some studies attempt to solve
several tasks simultaneously, such as article, charge and term pre-
diction tasks, while others focus only one of them.

Single Task Learning Method. Single judgment prediction
task is often solved by text classification or matching model [31].
Early methods[13] use handcrafted features for charge prediction.
Recent single task methods often attempt to solve few-shot and
confusing label problems. Few-Shot [7] manually design several
discriminative charge attributes as relational features for fact de-
scriptions and charges, which provide effective information for both
few-shot and confusing charges. Dynamic pairwise attention [27]
utilizes pairwise attention to alleviate few-shot article problem and
adopts dynamic threshold techniques to be adaptable to different
article labels. An end-to-end memory network [21] is utilized to
perform the charge prediction with the help of law article encoder.
Sequence Enhanced Capsule model [6] utilizes a seq-caps layer and
an attention residual unit for charge prediction and is optimized
with focal loss to relieve few-shot charge problem.

Multi-Task Learning Framework.Multi-task learning meth-
ods focus on task dependency among charge, article and term pre-
diction tasks. Most studies care for transferable representation
learning among tasks, which is usually implemented as param-
eter sharing. FLA [14] solves charge prediction problem by text
matching between cases and relevant articles with a supervised
attention module, and optimizes charge and article prediction task
jointly. LADAN [29] derives differences between confusing law
articles by graph neural network to enhance the representation
of fact description. Some other studies attempt to model the task
dependency in the prediction stage. TopJudge [34] is an effective
multi-task learning framework to model topological dependencies
among subtasks with directed acyclic graphs. HMN [26] takes ad-
vantage of the hierarchical structure between charges and articles
to make a correct decision. Yang et al. [30] further add backward
dependencies between the prediction results of subtasks to this
topological framework.

2.2 Other Related Techniques
Transformer architecture achieves great success in NLP tasks.
Its self-attention mechanism expands the sequential dependency
of RNN to the global dependency of each token in the input se-
quence on every other token in the sequence [33]. However, the
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quadratic dependency on the sequence length leads to high memory
requirement, which hinders these models from capturing longer
context. To solve this problem, Transformer-XL [4] divides the long
sequence into some overlapped subsequences and introduces rela-
tive position embedding. Sparse attention mechanisms are common
methods to break down the full attention matrix [1, 33].

Graph neural network (GNN) has recently been widely stud-
ied in various areas for its ability of capturing high-order rela-
tions. It helps learn useful representations for graph node clas-
sification [3, 5, 9, 23]. The key information propagation step of
GNN is to collect neighbor information to update the current node
information, which encode the local graph structure and node rep-
resentations. Graph Convolution Network (GCN) adopts convolu-
tion operator over the graph for information propagation, which
is supposed to be effective for node classification [10]. Moreover,
attention mechanism is applied to graph neural network to focus
on important nodes and significant information of these nodes to
improve the signal-to-noise ratio of the original data [24]. Recursive
based GNN [12] attempts to use the gate mechanism like GRU [2]
in the propagation step to improve the long-term propagation of
information across the graph structure.

Relational Learning methods focus on modeling the joint dis-
tribution over relational data in face of the uncertainty and complex
structure in real-world data [8, 11]. It does well with relational data
without independent assumption. Statistical relational learning
methods for relational data classification mainly model label depen-
dency with probabilistic graphical models. Many methods adopt
markov networks, such as conditional random fields [25], for rela-
tional data classification, including relational Markov networks [22]
and Markov Logic networks [20]. With the development of deep
learning, more and more studies focus on learning good represen-
tations for relational data. Neural Markov Logic Networks [16] and
Graph Markov Neural Network [19] are two state-of-the-art meth-
ods to emphasize the representation learning. However, GMNN also
concerns of the inference/prediction model with the help of label
dependency. Exact inference over the posterior label distribution
in probabilistic graphical models is challenging due to complex
relational structure. Approximate inference methods are usually
introduced, such as mean field methods [18] and belief propaga-
tion [32].

3 PROBLEM FORMALIZATION
The law article set is A =

{
𝑎1, . . . , 𝑎𝑚1

}
, where 𝑚1 is the num-

ber of law articles. The training legal case set is denoted as T =

{(x𝑖 , y𝑖 )}𝑛𝑖=1, 𝑛 is the number of legal cases. x𝑖 is the textual fact de-
scription and ground truth judgment results include three kinds of
judgment labels, i.e. y𝑖 = {y𝑗

𝑖
}𝑇
𝑗=1. Here LJP aims at predicting each

case’s violated articles, charges and terms of penalty, so the number
of tasks 𝑇 = 3. Relevant articles of case 𝑐𝑖 is y1

𝑖
∈ {0, 1}𝑚1 . Charges

of case 𝑐𝑖 are represented by y2
𝑖
∈ {0, 1}𝑚2 ,𝑚2 is the number of

charges, e.g.“crime of intentional injury”, in this law article set. All
the possible terms of penalty in this law article set are divided into
𝑚3 term intervals. Terms of case 𝑐𝑖 is y3

𝑖
∈ {0, 1}𝑚3 .

Some existing LJP approaches suppose article, charge, and term
prediction tasks are independent, thus the predicted joint distribu-
tion of all tasks for case 𝑐𝑖 is factorized as Eq.(1). ŷ𝑖 is denoted as

predicted labels of all tasks for case 𝑐𝑖 .

𝑝 (ŷ𝑖 |x𝑖 ) =
3∏
𝑗=1

𝑚 𝑗∏
𝑘=1

𝑃 (ŷ𝑗
𝑖
(𝑘) |x𝑖 ) (1)

Several studies model the task dependency in a Directed Acyclic
Graph (DAG). Thus the predicted joint distribution of all tasks for
case 𝑐𝑖 is derived as Eq.(2), where the prediction results of each task
𝑗 will be conditioned on the fact representation x𝑖 and outputs of
all its dependent tasks 𝐷 𝑗 .

𝑝 (ŷ𝑖 |x𝑖 ) =
3∏
𝑗=1

𝑚 𝑗∏
𝑘=1

𝑃 (ŷ𝑗
𝑖
(𝑘) |x𝑖 , {ŷ𝑙 }𝑙 ∈𝐷 𝑗

) (2)

Different from task dependency in DAG, there naturally exist
logic or semantic relations between different kinds of class labels.
Here we model these relations derived from the training set with a
tripartite graph G as Def. 3.1. Each class label is corresponding to a
node in G. There are three kinds of nodes𝑚 = |V| = ∑3

𝑗=1𝑚 𝑗 . All
three kinds of nodes are treated equally, so we omit task subscripts.
Thus for the fact description of each case x𝑖 in the training set, its
ground truth labels are y𝑖 = (y1

𝑖
, y2

𝑖
, y3

𝑖
) ∈ {0, 1}𝑚 , which means

whether nodes are relevant to the case.

Definition 3.1. Global Consistency Graph Global Consistency
Graph G = (V, E) is a tripartite graph with all class labels as nodes
V = {𝑣𝑘 }𝑚𝑘=1. For each case in the training set {(x𝑖 , y𝑖 )}𝑛𝑖=1, there
is a tripartite subgraph G𝑖 = (V𝑖 , E𝑖 ). It is derived from ground
truth labels y𝑖 as follows:

V𝑖 = {𝑣𝑘 | y𝑖 (𝑘) = 1, 𝑘 = 1, . . . ,𝑚}
E𝑖 = {(𝑣𝑘1 , 𝑣𝑘2 ) | 𝑣𝑘1 , 𝑣𝑘2 ∈ V𝑖 , 𝑘1 ≤ 𝑚1 ≤ 𝑘2

or𝑚1 ≤ 𝑘1 ≤ 𝑚1 +𝑚2 ≤ 𝑘2}
Thus the edge set in global consistency graph G is computed as
E = ∪𝑛

𝑖=1E𝑖 .
LJP task is reduced to a graph node classification problem over

this consistency graph G for each case. We employ statistical re-
lation learning to incorporate this label dependency in G into the
classifier. Specifically the predicted joint relevance label distribution
through conditional random field [25] is computed as Eq.(3), where
𝜙 (·) is the potential function and 𝑍 (·) is the partition function.

𝑝 (ŷ𝑖 |x𝑖 ,G) = 1
𝑍 (x𝑖 , xV )

∏
(𝑣𝑗 ,𝑣𝑘 ) ∈E

𝜙 (ŷ𝑖 ( 𝑗), ŷ𝑖 (𝑘), x𝑖 , xV ) (3)

4 R-FORMER
To decrease contradictory predicted judgment results, we introduce
the Relational learning idea into transformer backbone model
to achieve global and local consistency, referred to as R-former.
For the sake of global consistency, we design masking matrices
based on G, and refine node representations with masked self-
attention, which are consistent among different tasks and discrimi-
native within a task. To capture the local consistency, we predict
the relevance label of one node according to its neighbors like con-
ditional random field as 𝑝𝜙 in Eq.(3). However, exact inference of
𝑝𝜙 is intractable due to complex relations of G. So we estimate
a surrogate distribution 𝑞𝜃 by mean field approximation method
and optimize it within a variational EM framework. Finally, we
introduce self-consistency evaluation measures.
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Figure 2: R-former Architecture

4.1 Architecture
As shown in Fig. 2, R-former is mainly made up of two modules: (1)
Node Encoder module; (2) Node classification module. In light of
GMNN [19], we alternatively optimize bothmodules in a variational
EM framework: (1) E-step: infer relevance label distributions over
G with 𝑝𝜙 and optimize the joint label distribution of 𝑞𝜃 to update
𝜃 ; (2) M-step: predict relevance labels for each case with 𝑞𝜃 and
optimize the conditional distribution 𝑝𝜙 based on predicted results
to update 𝜙 .

Node encoder module is composed of two transformer blocks.
The first is to obtain article representations from raw text. The sec-
ond is used to distill consistency information among different tasks
and distinction information of the same task by masking mecha-
nisms, namely Consistency Distillation and Distinction Distillation
separately in Fig. 2. All parameters in this module is denoted as 𝜃 .
We obtain node representations by computing 𝑞𝜃 at M-step and
learn this model parameter 𝜃 by maximizing the log-likelihood
function of joint relevance label distribution at E-step.

The core of node classification module lies in the joint distri-
bution 𝑝 (ŷ𝑖 |x𝑖 ,G) in Eq.(3), which is simplified by a conditional
distribution 𝑝 (ŷ𝑖 |y𝑖 (N), x𝑖 ,G) due to the independence assump-
tion for graph G.N is the corresponding neighbor set of each node
in G. Furthermore we parameterize this conditional distribution as
a graph convolution neural network denoted as 𝑝𝜙 (ŷ𝑖 |y𝑖 (N), x𝑖 ,G)
due to its non-linearmodeling capability of label dependency. There-
fore, graph convolution network is the core of node classification
module in Fig. 2. We infer the relevance label distribution over
G for each case with 𝑝𝜙 at E-step and learn 𝜙 by optimizing the
log-likelihood of this conditional distribution at M-step.

4.2 Node Encoder Module
Taking the textual fact description x𝑖 of each case 𝑐𝑖 as input to the
first vanilla transformer, we obtain the representation of the first
token [cls] as the case representation denoted as Q𝑖 ∈ R1×𝑑 . The
node sequence 𝑣1, . . . , 𝑣𝑘 , . . . , 𝑣𝑚 , 𝑣𝑘 ∈ V , is fed into the second
transformer, i.e. distillation block in Fig. 2, with segment tokens
representing each task, i.e. [article], [charge] and [term]. Case aware
node representations E0

𝑖
∈ R𝑚×𝑑 are initialized as Eq.(4), where I𝑘

and Itype(𝑣𝑘 ) are denoted as the randomly initialized embedding of
𝑣𝑘 and its segment token type(𝑣𝑘 ) respectively. 𝑑 is the dimension
of latent representations.

E0𝑖 (𝑘) = Q𝑖 + Itype(𝑣𝑘 ) + I𝑘 (4)

Distillation block in Fig. 2 is intrinsically 𝐿 masked transformer
layers. For the 𝑙-th layer, it first refine consistency information from
current node representations according to consistency graph G,
referred to as consistency distillation mechanism. To achieve this
goal, we design the masking matrix M𝑐 according to G as Eq.(5)
and the corresponding illustration is shown in Fig. 3(a). Through
the refinement by M𝑐 , the masked self-attention matrix is updated
as Eq.(6) to emphasize the similarity of representation between
neighbor nodes in G. 𝜖 is small enough.

M𝑐 ( 𝑗, 𝑘) =


1 (𝑣 𝑗 , 𝑣𝑘 ) ∈ E
1 𝑗 = 𝑘

0 otherwise
(5)

A𝑙
𝑖 = softmax(

(W𝑐E𝑙−1
𝑖

) (W𝑐E𝑙−1
𝑖

)′
√
𝑑

+ 𝜖 (1 − M𝑐 )) (6)

H𝑙
𝑖 (𝑘) = E𝑙−1𝑖 (𝑘) +

∑
𝑗

A𝑙
𝑖 (𝑘, 𝑗)E

𝑙−1
𝑖 ( 𝑗) (7)

To make node representations consistent among different tasks
with G, we update node representations H𝑙

𝑖
through masked self-

attention according to Eq.(7). Each node updates its representation
through its neighbor representations according to the masking ma-
trix M𝑐 . For example, Article 292 is only related to the crime of
assault, intentional injury, and intentional homicide. Through this
tripartite masking, the model can update article node representation
by its related charge node representations. Node representations
without this masking mechanism would are clustered into differ-
ent tasks, where node distances within a task are smaller than
among different tasks. This tripartite masking mechanism attempts
to zoom in related node distances among different tasks, which
indirectly makes node distances within a task small enough to keep
its clustered effect.

(a) M𝑐 (b) M𝑑

Figure 3: (a) is the tripartite masking matrix. (b) is the mask-
ingmatrix for distinction distillation. The value of thewhite
area is 0.

To learn discriminative node representations of the same task in
the 𝑙-th layer, we further introduce a distinction distillation mech-
anism after the consistency distillation mechanism. We design a
masking matrix M𝑑 as Eq.(8) to depict label relations of the same
task as Fig. 3(b). Pairwise similarity within each node cluster is cal-
culated through masked self-attention mechanism as Eq.(9). Based
on the pairwise similarity, similar representations are derived for
nodes of the same task. Subtracting the similar representation from
the learned representation H𝑙

𝑖
with consistency distillation will help
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obtain a distinguishable representation as Eq.(10). This distinction
distillation mechanism will pull node representations of the same
task apart from each other.

M𝑑 ( 𝑗, 𝑘) =
{
1 type(𝑣 𝑗 ) = type(𝑣𝑘 )
0 otherwise

(8)

Â𝑙
𝑖 = softmax(

(W𝑑H𝑙
𝑖
) (W𝑑H𝑙

𝑖
)′

√
𝑑

+ 𝜖 (1 − M𝑑 )) (9)

E𝑙𝑖 (𝑘) = W𝛼H𝑙
𝑖 (𝑘) −

∑
𝑗

Â𝑙
𝑖 (𝑘, 𝑗)H

𝑙
𝑖 ( 𝑗) (10)

After distillation block, node encoder obtains all case aware
representations {𝐸𝑙

𝑖
}𝐿
𝑙=1 over G given case 𝑐𝑖 . By mean field ap-

proximation method [18], relevance labels of all nodes are pre-
dicted through a sigmoid classifier with 𝑞𝜃 in Eq.(11), where 𝜃 =

{W𝑐 ,W𝑑 ,W𝛼 ,W𝑓 }.

𝑞𝜃 (ŷ𝑖 |x𝑖 ,G) = 𝜎 (W𝑓 𝐸
𝐿
𝑖 ) (11)

Considering the uncertainty of the derivation from classification
labels to relevance labels, we treat neighbors of relevant nodes in G,
whose derived labels are 0, as uncertain nodes. Thus for each case
𝑐𝑖 , its uncertain node set is denoted as 𝑈𝑖 = {𝑣𝑘 |y𝑖 ( 𝑗) = 1, y𝑖 (𝑘) =
0, (𝑣 𝑗 , 𝑣𝑘 ) ∈ E}. Due to these unreliable labels, we split the loss
functions into two parts: L𝑐 for 𝐶𝑖 = V −𝑈𝑖 , L𝑢 for𝑈𝑖 . For nodes
with precise labels, L𝑐 is defined as the cross entropy between
the true label distribution and the predicted distribution in Eq.(12).
For nodes with uncertain labels, we approximate the true label
distribution with 𝑝𝜙 and the cross entropy loss between 𝑝𝜙 and
𝑞𝜃 is derived as Eq.(13). To differentiate predicted results from two
modules, we denote ŷ𝑖 predicted by 𝑞𝜃 and ¤y𝑖 predicted by 𝑝𝜙 .

L𝑐 (T , 𝜃 ) = −
𝑛∑
𝑖=1

∑
𝑣𝑗 ∈𝐶𝑖

Ey𝑖 ( 𝑗) [log𝑞𝜃 (ŷ𝑖 ( 𝑗) |x𝑖 ,G)] (12)

L𝑢 (T , 𝜃 ) = −
𝑛∑
𝑖=1

∑
𝑣𝑗 ∈𝑈𝑖

E𝑝𝜙 ( ¤y𝑖 ( 𝑗) |ŷ𝑖 (N𝑗 ),G) [log𝑞𝜃 (ŷ𝑖 ( 𝑗) |x𝑖 ,G)]

(13)

4.3 Node Classifier Module
Node classifier module is to predict the relevance label distribution
over G given a case 𝑐𝑖 . Due to the complicated relational struc-
tures in this consistency graph, exactly inferring the joint posterior
relevance label distribution of all nodes is intractable as Eq.(3). In
fact, there is no need to estimate the joint distribution, because
the conditional distribution is informative enough for label depen-
dency in G, such as 𝑝 ( ¤y𝑖 ( 𝑗) |y𝑖 (N𝑗 ), x𝑖 ,G). Due to the non-linear
label dependency in graph neural network, we parameterize the
conditional distribution with a graph convolution network model
(GCN) 𝜙 as 𝑝𝜙 ( ¤y𝑖 ( 𝑗) |y𝑖 (N𝑗 ),G).

Specifically, we infer relevance label distributions over V by
graph convolution network [10] with 𝑆 layers. As mentioned before,
there are two subsets of nodes in G for each case 𝑐𝑖 : certain nodes𝐶𝑖
and uncertain nodes 𝑈𝑖 . We use the ground truth label distribution
per node in𝐶𝑖 and the predicted label distribution from 𝑞𝜃 per node

in𝑈𝑖 for initialization as Eq.(14).

Y0
𝑖 ( 𝑗) =

{
[1 − y𝑖 ( 𝑗), y𝑖 ( 𝑗)] 𝑣 𝑗 ∈ 𝐶𝑖

𝑞𝜃 (ŷ𝑖 ( 𝑗) |x𝑖 ,G) 𝑣 𝑗 ∈ 𝑈𝑖

(14)

For 𝑠-th layer, graph convolution layer-wise propagation is per-
formed by Eq.(15). In other words, we use local label dependency
to estimate the current node label with its surrounding node labels
at each propagation step. For better convergence, self-loop is added
to G and its adjacency matrix Λ is symmetrically normalized based
on its degree matrix D. W𝑠

𝑔 and b𝑠𝑔 are parameters. Through 𝑆 lay-
ers, we obtain the predicted distribution as Eq.(16) for each node
𝑣 𝑗 ∈ V , N𝑗 is denoted as 𝑣 𝑗 ’s neighbor node indices.

Y𝑠
𝑖 = ReLU

(
D− 1

2 ΛD− 1
2 Y𝑠−1

𝑖 W𝑠
𝑔 + b𝑠𝑔

)
(15)

𝑝𝜙 ( ¤y𝑖 ( 𝑗) |y𝑖 (N𝑗 ),G) = Y𝑆
𝑖 ( 𝑗) (16)

To optimize the parameters 𝜙 = {W𝑠
𝑔, b𝑠𝑔}𝑆𝑠=1 of this classifier,

we minimize the log-likelihood function of label distributions of
all nodes. It is worth noting that there exist nodes whose labels
are uncertain, i.e. 𝑈𝑖 for case 𝑐𝑖 . For those uncertain nodes 𝑣 𝑗 ∈
𝑈𝑖 , we use labels predicted by current 𝑞𝜃 as their ground truths
y𝑖 ( 𝑗) = argmax{𝑞𝜃 (ŷ𝑖 ( 𝑗) |x𝑖 ,G)}. Thus the optimization objective
function L𝑎 (T , 𝜙) is defined as the cross entropy between ground
truth and predicted label distribution in Eq.(17).

L𝑎 (T , 𝜙) = −
𝑛∑
𝑖=1

𝑚∑
𝑗=1
Ey𝑖 ( 𝑗)

[
log𝑝𝜙 ( ¤y𝑖 ( 𝑗) |y𝑖 (N𝑗 ),G)

]
(17)

Algorithm 1: Optimization Algorithm
Input: Training set T and Consistency graph G
Output: model parameters 𝜃 and 𝜙

% pretraining;
𝜃1=argmax𝜃 L𝑐 (T , 𝜃 ) in Eq.(12);
𝑡 = 1;
while convergence criteria is not achieved do

% M-step;
for 𝑖 ∈ [1..𝑛], 𝑗 ∈ 𝑈𝑖 do

ŷ𝑖 ( 𝑗) = argmax𝑘∈{0,1}{𝑞𝜃𝑡 (ŷ𝑖 ( 𝑗) = 𝑘 |x𝑖 ,G)} as
Eq.(11);

y𝑖 ( 𝑗) = ŷ𝑖 ( 𝑗)
end
𝜙𝑡 = argmax𝜙 L𝑎 (T , 𝜙) as Eq.(17);
% E-step;
for 𝑖 ∈ [1..𝑛], 𝑗 ∈ 𝑈𝑖 do

compute 𝑝𝜙𝑡 ( ¤y𝑖 ( 𝑗) |y𝑖 (N𝑗 ),G) as Eq.(16);
end
𝜃𝑡+1=argmax𝜃 L𝑐 (T , 𝜃 ) + 𝜆L𝑢 (T , 𝜃 )as Eq.(12) and (13);
t++;

end
;
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4.4 Optimization
Directly optimizing the log likelihood function log 𝑝𝜙 (y𝑖 |x𝑖 ,G)
in Eq.(3) is hard to obtain model parameter 𝜙 . So we optimize the
evidence lower bound (ELBO) of log𝑝𝜙 (y𝑖 |x𝑖 ,G) byminimizing the
KL divergence between the variational distribution 𝑞𝜃 and target
distribution 𝑝𝜙 over uncertain labels. This can be optimized by
variational EM method [17].

In light of GMNN [19], the KL divergence can be optimized by
alternating the following variational E-step and M-step shown in
Alg. 1. At E-step, GCN with parameter 𝜙 is used to estimate the
target label distribution 𝑝𝜙 and parameter 𝜃 from neural encoder
module is learned through optimize the cross entropy between the
ground truth label distribution and the predicted label distribution
𝑞𝜃 . Here the ground truth label distribution over uncertain data 𝑈𝑖

is predicted with current 𝑝𝜙 .
At M-step, our proposed masked transformer blocks with param-

eter 𝜃 is used to infer the label distribution as 𝑞𝜃 . Most parameters
in 𝜃 is for node representation learning, so we refer this module
as node encoder. Parameter 𝜙 is optimized by the cross entropy
between the ground truth label distribution, which is estimated
with current 𝑞𝜃 over𝑈𝑖 or ground truth distribution over 𝐶𝑖 , and
predicted label distribution 𝑝𝜙 . We use transformer as backbone
for node representation learning due to its superior ability in nat-
ural language understanding and long range dependency, while
GMNN [19] adopts GNN as neural encoder.

4.5 Self-Consistency Evaluation
In terms of label dependency, the legal judgment results are framed
as a graph. As mentioned before, the ground truth consistency
graph for each case 𝑐𝑖 is denoted as G𝑖 defined in Def. 3.1, which
is a subgraph of G. Meanwhile, the predicted consistency graph
for each case 𝑐𝑖 can be derived as from predicted results ŷ𝑖 follows:
𝐺𝑖 = (𝑉𝑖 , 𝐸𝑖 ), 𝑉𝑖 = {𝑣𝑘 |ŷ𝑖 (𝑘) = 1, 𝑘 = 1, . . . ,𝑚}, 𝐸𝑖 = {(𝑣 𝑗 , 𝑣𝑘 ) ∈
E|𝑣 𝑗 , 𝑣𝑘 ∈ 𝑉𝑖 , 𝑗 ≤ 𝑚1 ≤ 𝑘,𝑚1 ≤ 𝑗 ≤ 𝑚1 +𝑚2 ≤ 𝑘}.

(a) G𝑖 with red edges (b) �̂�𝑖 with yellow edges

Figure 4: Comparison between ground truth consistency
graph G𝑖 (red edges) and predicted consistency graph𝐺𝑖 (yel-
low edges) with the background graph G (black edges).

Fig. 4 shows the intersection between ground truth consistency
graph G𝑖 and its corresponding predicted one 𝐺𝑖 for case 𝑐𝑖 . It
is worth noting that only one relevant charge node predicted as
“irrelevant” leads to two false edges. Though these two false edges
are logically consistency in G, but they are unrelated to the current
case 𝑐𝑖 . We suppose an edge to be consistent assuming two end
nodes are relevant. In this sense, self consistency measure needs to
be more rigorous.

Traditional classification evaluation measures, like precision,
recall and F1, only focus on the node set intersection between 𝐺𝑖

and G𝑖 . Based on the consistency graph Def. 3.1, node labels are
used for classification accuracy performance evaluation, and edges
between nodes reflect the consistency of classification results. A
classifier is self-consistent if all nodes and edges between relevant
nodes are classified accurately. To measure the self-consistency of
a model, we estimate the Precision, Recall and Accuracy based on
the edge set intersection between 𝐺𝑖 and G𝑖 for case 𝑐𝑖 as shown
in Tab. 1. F1 measure can be derived from edge precision and recall.
According to measures in Tab. 1, the node precision is 2/3, but
edge precision is only 1/3 in Fig. 4. We utilize these measures to
evaluate self-consistency of our model on a benchmark dataset in
the following section.

Table 1: Self Consistency Evaluation Measure for Classifier

Class Acc. (Node) Self-Consistency (edge)
Precision |�̂�𝑖∩V𝑖 |

|𝑉𝑖 |
|�̂�𝑖∩E𝑖 |
|𝐸𝑖 |

Recall |�̂�𝑖∩V𝑖 |
|V𝑖 |

|�̂�𝑖∩E𝑖 |
|E𝑖 |

Accuracy |�̂�𝑖∩V𝑖 |+| (V−�̂�𝑖 )∩(V−V𝑖 ) |
|V|

|�̂�𝑖∩E𝑖 |+| (E−�̂�𝑖 )∩(E−E𝑖 ) |
|E |

5 EXPERIMENTS
To investigate the effectiveness and logical consistency of our pro-
posed R-former, we conduct comprehensive experiments on two
benchmark legal judgment prediction datasets.

5.1 Experimental Setting
Dataset. We use publicly available Chinese AI and Law challenge
(CAIL2018) [28]: CAIL-small (the exercise stage dataset) and CAIL-
big (the first stage dataset) to evaluate our method. Each sample
in the data set includes a text description of the legal case and
applicable laws, charges, and terms of penalty. Different data pre-
processing methods are adopted in existing studies, which leads
to different results. Up to the submitting deadline, LADAN is the
latest LJP method as we know. To make performances from differ-
ent methods comparable, we follow the data preprocessing pipeline
of state-of-the-art method LADAN [29], which reproduces most
state-of-the-art LJP methods with this pipeline. (1) It first filters out
meaningless samples, whose legal case description has less than
ten words, and complex samples with multiple relevant articles
and charges. (2) It then excludes law articles and charges with less
than 100 corresponding case samples. (3) It divides the terms of
penalty into non-overlapping intervals. The detailed statistics of
preprocessed datasets are shown in Tab. 2.

Table 2: Summary of datasets

Dataset CAIL-small CAIL-big
#Training Set Cases 101,619 1,587,979
#Test Set Cases 26,749 185,120
#Law Articles 103 118
#Charges 119 130
#Term of Penalty 11 11
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Evaluation Metrics. Because both CAIL-small and CAIL-big
are imbalanced datasets, we mainly use macro-F1 (F1) to compare
with other methods. We also selected three more metrics that are
widely used for multi-classification tasks, including accuracy (Acc.),
macro-precision (MP), and macro-recall (MR). All these measures
are evaluated at node level. To evaluate the self-consistency of LJP
models, we extend these measures to the edge level as Tab. 1 and
evaluate self-consistency performance on CAIL-small.

Baseline Methods Due to the complex structure of judgment
results, existing state-of-the-art methods include the following
three kinds: (1)Task dependency methods: TOPJUDGE [34] and
MPBFN-WCA [30]. (2)Label dependency methods: Few-Shot [7]
and LADAN [29]. (3)No dependency methods: HARNN [31] and
FLA [14]. For the LSTM-based baseline model, we set the maximum
sentence length to 100 words and the maximum document length
to 15 sentences. For HARNN, FLA, Few-Shot and LADAN, we re-
produce performance results with the same multi-task framework,
and select the best parameter setting according to ranges from their
original papers. For TOPJUDGE and MPBFN-WCA, we list their
performance results reported in LADAN [29] with the same data
preprocessing pipeline as our method.

Table 3: Optimizer Parameter Setting

Pretrain 𝜃 Opt. 𝜃 (E-step) Opt. 𝜙(M-step)
#Epochs 10 3 30
Optimizer Adam Adam Adam
Learning rate 10−5 10−6 10−2
batch size 4 4 128

Implementation Details. The distillation block of node en-
coder module with parameter 𝜃 is composed of 𝐿 = 3 masked
transformer layers. Graph convolution network is composed of
𝑆 = 2 layers for node classifier module with parameter 𝜙 . We opti-
mize 𝜃 for node encoder and 𝜙 for node classification alternatively
in a variational EM framework. Both are optimized with Adam,
whose parameters are set as Tab. 3. Initialized with pre-trained
BERT-Base-Chinese model 2, 𝜃 is pretrained in Alg. 1. At each
M-step, the optimal setting of parameter 𝜙 of graph convolution
network for node classification is chosen as one with the smallest
loss on the validation set. At E-step, the optimal 𝜃 is set to values
from the epoch with the smallest loss on the validation set. The
trade-off parameter 𝜆 in 𝜃 ’s loss function is set to 0.1. After three
iterations of EM, the performance is not longer improved on the
validation set in E-step. Then we end the EM loop. We show the
prediction performance by 𝑞𝜃 on test set. All models are trained on
one GTX1080Ti.

5.2 Classification Accuracy Analysis
Our proposed method R-former performs the best among all the
methods in Tab. 4 on CAIL-small and CAIL-big. Compared with the
best baseline LADAN, R-former’s F1 improvement on CAIL-Small
is 4.8%, and 5.2% and 8.7% for article, charge and term prediction
task separately. Compared with LADAN, R-former’s F1 improve-
ment on CAIL-big is 6.6%, and 6.6% and 8.8% for article, charge and

2https://github.com/google-research/bert

term prediction task separately. The superiority of LADAN to other
baselines mainly lies in discriminative representation learning for
confusing charges and articles, which is a kind of label dependency.
This kind of label relations are solved by R-former’s distinction
distillation block for discriminative node representations. Besides,
R-former introduces all other kinds of label dependencies into node
encoder and classification modules, such as logical entailment be-
tween articles and terms.

More coarse than label dependency, task dependency is used
to model the prediction order of different tasks by simulating the
decision process of law professionals. This task dependency seems
to have no obviously positive effect on accuracy improvement
by comparing TopJUDGE and MPBFN-WCA with other methods
in Tab. 4. Whether this predefined prediction order is reasonable
remains a question for machine learning methods. Moreover, this
prediction order easily leads to cascading errors due to unreliable
result dependency on other tasks. Different from this cascaded
prediction method, label propagation for optimizing R-former is
mainly dependent on neighbor’s ground truth label distributions.

Label dependency models, i.e. Few-shot and LADAN, for confus-
ing labels show better performances than no dependency models,
i.e. HARNN and FLA. Few-shot and LADAN’s F1 performances are
at least 1% higher than HARNN and FLA’s for article prediction
task On CAIL-small, and at least 2% higher than HARNN and FLA’s
for both article and charge prediction tasks on CAIL-big. In other
scenarios, both kinds of methods are even. The reason lies in that
confusing labels of Few-shot and LADAN are mainly from article
and charge prediction tasks. Such label dependency models only ob-
tain discriminative representations for articles and charges. In this
sense, confusing label relations plays a positive role in classification
accuracy performance improvement.

Compared with task dependency models mentioned above, Few-
Shot and LADAN’s F1 performance for article prediction is at least
1% and 3% higher on CAIL-small and CAIL-big respectively in Tab. 4.
The performance improvement suggests that label dependency is
directly related to classification results, though confusing label rela-
tions only directly constrain representation learning stage instead
of the prediction stage. In addition to label dependency from a task,
R-former also focuses on label dependency among different tasks.

The incorporation of label dependency among different tasks
to representation learning stage may contribute to R-former’s per-
formance improvement compared with the best state-of-the-art
baseline LADAN. Such label dependency among different tasks
are also taken into account in R-former’s prediction stage. So it
is uncertain of which component of R-former plays a major role
in the performance improvement, which will be explored in the
following subsection.

5.3 Ablation Experiments
Node classifier module, consistency distillation block and distinc-
tion distillation block are three major components of R-former,
denoted as 𝑝𝜙 , M𝑐 and M𝑑 separately. We show the performance
difference between R-formerwithout each component and R-former
in Tab. 5. Three components play different roles in performance
improvement in terms of different evaluation measures as shown
in Tab. 5.
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Table 4: Judgment prediction results on two benchmark datasets. † and ‡ means methods taking task and label dependency
respectively. HARNN and FLA are pure text classification and matching models without either dependency respectively. ∗
means results reported in [29].

(a) CAIL-small

Law Articles Charges Term of Penalty
Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

HARNN 79.79 75.26 76.79 74.90 83.80 82.44 82.78 82.12 36.17 34.66 31.26 31.40
FLA 77.74 75.32 74.36 72.93 80.90 79.25 77.61 76.94 36.48 30.94 28.40 28.00
TOPJUDGE†* 79.88 79.77 73.67 73.60 82.10 83.60 78.42 79.05 36.29 34.73 32.73 29.43
MPBFN-WCA†∗ 79.12 76.30 76.02 74.78 82.14 82.28 80.72 80.72 36.02 31.94 28.60 29.85
Few-Shot‡ 79.30 77.80 77.59 76.09 83.65 80.84 82.01 81.55 36.52 35.07 26.88 27.14
LADAN‡∗ 81.20 78.24 77.38 76.47 85.07 83.42 82.52 82.74 38.29 36.16 32.49 32.65
R-former‡ 84.48 82.20 82.67 81.28 89.13 88.43 88.00 87.94 43.77 42.30 40.94 41.34

(b) CAIL-big

Law Articles Charges Term of Penalty
Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

HARNN 95.63 81.48 74.57 77.13 95.58 85.59 79.55 81.88 57.38 43.50 40.79 42.00
FLA 93.23 72.78 64.30 66.56 92.76 76.35 68.48 70.74 57.63 48.93 45.00 46.54
TOPJUDGE†∗ 95.85 84.84 74.53 77.50 95.78 86.46 78.51 81.33 57.34 47.32 42.77 44.05
MPBFN-WCA†∗ 96.06 85.25 74.82 78.36 95.98 89.16 79.73 83.20 58.14 45.86 39.07 41.39
Few-Shot‡ 96.12 85.43 80.07 81.49 96.04 88.30 80.46 83.88 57.84 47.27 42.55 43.44
LADAN‡∗ 96.57 86.22 80.78 82.36 96.45 88.51 83.73 85.35 59.66 51.78 45.34 46.93
R-former‡ 97.87 90.31 87.15 88.93 97.93 93.43 91.57 91.94 64.71 57.60 54.38 55.73

Table 5: Ablation study on CAIL-small.

Law Articles Charges Term of Penalty
Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

R-former 84.48 82.20 82.67 81.28 89.13 88.43 88.00 87.94 43.77 42.30 40.94 41.34
- 𝑝𝜙 +0.01 -0.39 -0.83 -0.69 -1.08 -1.18 -1.05 -1.3 +0.13 -1.46 -1.38 -2.57
- M𝑐 -0.8 -1.38 -0.91 -1.23 -1.25 -1.37 -0.41 -1.05 0.25 -1.14 -2.42 -2.5
- M𝑑 -0.45 1.07 -1.9 -0.7 -0.61 -1.03 -1.73 -1.66 -3.26 -3.01 -2.45 -4.77
- M𝑐 -M𝑑+LADAN -1.85 -3.67 -3.36 -3.93 -3.32 -4.89 -4.08 -4.18 -4.06 -4.47 -6.43 -6.88
LADAN -3.28 -3.96 -4.46 -4.81 -4.06 -5.01 -5.48 -5.2 -5.48 -6.14 -8.45 -8.69
vanilla Transformer -1.94 -0.18 -1.22 -1.47 -1.42 -0.13 -1.25 -0.94 -3.46 -2.77 -5.74 -5.98

The largest recall decrement is achieved by removing M𝑑 among
all three tasks in Tab. 4. In other words, the recall improvement
is mainly owing to M𝑑 . Distinction distillation block derives sim-
ilar node representations of a task through a transformer layer
masked with M𝑑 and subtracts such derived similar representa-
tions from original representations. This helps learn discriminative
node representations within a task, which means nodes from a
task are scattered more uniformly within the same area. This re-
laxes the decision boundary of relevant nodes, leading to more
false positive nodes. Meanwhile, the number of true positive and
negative nodes increases because of the accuracy improvement,
which means higher recall performance.

The largest precision decrement is achieved by removing M𝑐 for
article and charge prediction tasks in Tab. 4. In other words, the
precision improvement is mainly due toM𝑐 . Consistency distillation
block M𝑐 employs a tripartite consistency graph G among different
tasks to ensure neighbor node representations as near as possible.
The direct result of similar representations is to tighten the decision

boundary of relevant nodes, which leads to less false positive nodes.
Thus higher precision is achieved.

Distinction distillation block M𝑑 and consistency distillation
block M𝑐 are complementary to the performance improvement in
Tab. 5. M𝑑 explores more possible relevant nodes by relaxing de-
cision boundary within a task while M𝑐 exploits label constraints
among different task to remove possible irrelevant nodes by tight-
ening the decision boundary among different tasks. This coinsides
with two complementary designed masking matrices M𝑐 and M𝑑

in node encoder module like Fig. 3.
Tab. 5 suggests that 𝑝𝜙 plays an essential role in performance im-

provement. Compared with M𝑑 for recall improvement and M𝑐 for
precision improvement, 𝑝𝜙 shows stable F1 improvement, which
is a trade-off measure between precision and recall. 𝑝𝜙 aligns clas-
sification results among different tasks through non-linear label
propagation model, and makes neighbor node classification results
consistent. This adjustment of classification results is to find a
trade-off boundary to satisfy as many as possible label relations.
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We do ablation study by replacing 𝑞𝜃 with LADAN, denoted
as -M𝑐 -M𝑑+LADAN in Tab. 5. Performance differences between it
and R-former in Tab. 5 suggest node encoder in R-former is more
suitable for this framework than LADAN. Compared with LADAN,
its performance improvement shows it is a positive example of
this framework with GCN as node classifier and any model as
node encoder module. Performance differences in Tab. 5 between
vanilla transformer and R-former also indicate the effectiveness of
R-former without vanilla transformer.

5.4 Case Study
As mentioned before, consistency distillation block makes node
representations from different tasks close and consistent with G,
while distinction distillation block learns distinguishable represen-
tations for nodes within a task. To describe this insight intuitively,
we choose a specific case 𝑐𝑖 with Article 234, Charge intentional
injury, Term 7 as ground truth labels, and its node representations
for G is shown in Fig. 5 by t-sne [15] dimension reduction.

For node encoder with only M𝑐 , it emphasizes the similarity
between neighbor nodes to keep consistent with G, and nodes with
dark colors from different tasks are closer in Fig. 5(a). Another obvi-
ous observation is that nodes are prominently clustered according
to tasks. Nodes within some tasks are too close to be distinguished,
such as article (red) and term prediction (green) tasks. Thus the
discriminative representation challenge is left unsolved.
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Figure 5: Case-aware Node Representations Learned from
Node Encoder with Different Masking Matrices. Different
colorsmeans different tasks: red, green, blue are correspond-
ing to article, term and charge prediction tasks. The ground
truth labels are labeled with pentagrams. The triangle com-
posed of three ground truth labels is denoted as G𝑖 . The dark
green and blue colors represent nodes related to the red pen-
tagram in global consistency graph G.

For node encoder with only M𝑑 , it aims to learn discriminative
representations of a task and nodes of the same color are scattered
uniformly within an area in Fig. 5(b). This is in accordance with our
insight. However, most dark nodes are not close enough compared
with those in Fig. 5(a), which are inconsistent with G. All dark
pentagram are near to each other, which is consistent with G𝑖 . This
local consistency is partly achieved by node classifier. In all, we
need the help of M𝑐 to achieve the global consistency.

For node encoder with both M𝑐 and M𝑑 , it is to learn node repre-
sentations consistent across tasks and discriminative within a task.
Fig. 5(c) shows nodes with different colors are well separated and
nodes of the same color are discriminative within a cluster. Such

representations help achieve better classification accuracy perfor-
mance. We checked the red nodes around the red pentagram, there
are 15 related articles out of 26 articles for this intentional injury
case. This shows that our model has the ability to inductively learn
similar laws. In this sense, consistent representations are obtained
with the help of both masking matrices. Moreover, we evaluate the
self-consistency of a classifier with our proposed measure to verify
it quantitatively in the following subsection.

5.5 Classification Consistency Analysis
Node encoder module with global consistency graph 𝐺 as masking
matrix is to learn consistent representations, which is qualitatively
verified for a specific case in the above subsection. Node classifier
module adopts graph convolution network for label propagation
to make sure of local consistency of classification results, which
will be quantitatively verified here. We compare R-former with
LADAN and vanilla transformer as baselines methods in terms of
self-consistency measures in Tab. 1 on CAIL. All the values listed
in Tab. 6 are computed over all tasks.

Table 6: Self-consistency measures comparison on CAIL

small big
Edge Node Edge Node

Acc. F1 Acc. F1 Acc. F1 Acc. F1
LADAN 48.43 65.26 67.82 76.72 72.57 84.16 83.87 85.11
BERT 50.75 67.33 70.18 81.07 74.05 85.09 86.17 87.45
R-former 54.26 70.35 72.46 82.8 75.94 86.32 86.84 88.53

Tab. 6 suggests there are fewer conflicting results among differ-
ent kinds of class labels predicted by R-former. For classification
accuracy performance, comparison results in Tab. 6 among different
methods listed in terms of node level Accuracy and F1 are in accor-
dance with comparison results in Tab. 4. Consistency performance
comparison results among different methods agree with accuracy
performance comparison results, which indicates these consistency
measures are reasonable. However, consistency performances are
lower than accuracy performances for each corresponding method
in Tab. 6. This agrees with our definition in Tab. 1.

6 CONCLUSION
To tackle the consistency and discriminative representation chal-
lenges, we formalize the LJP task as a node classification problem
over the derive global consistency graph from training data. Node
representations consistent across tasks and discriminative within
a task are learned through transformers masked with a tripartite
graph and a task cluster graph respectively. Node classifier module
predicts label distributions based on neighborhood label depen-
dency in consistency graph through graph convolution network.
Two modules are alternatively trained with a variational EM frame-
work. Experimental results on benchmark datasets show the effec-
tiveness and the essential role of each component. Self-consistency
measure will be explored next.
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